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Abstract. We consider a selection problem with stochastic probing. There is a set of items3
whose values are drawn from independent distributions. The distributions are known in advance.4
Each item can be tested repeatedly. Each test reduces the uncertainty about the realization of its5
value. We study a testing model, where the first test reveals if the realized value is smaller or larger6
than the c-quantile of the underlying distribution of some constant c ∈ (0, 1). Subsequent tests allow7
to further narrow down the interval in which the realization is located. There is a limited number8
of possible tests, and our goal is to design near-optimal testing strategies that allow to maximize9
the expected value of the chosen item. We study both identical and non-identical distributions and10
develop polynomial-time algorithms with constant approximation factors in both scenarios.11
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1. Introduction. In recent years, there has been a surge of interest in learning14

problems with probing. There is a set of n items, and each item has an independent15

distribution over its value. The goal of the learner is to select an item with a value16

as large as possible. In the standard model, the learner can probe a bounded number17

of k items. Upon probing an item, the learner sees its realized value.18

A variety of applications are captured by this approach and its extensions. For19

example, in a hiring process, an “item” is a candidate. The application material20

implies a stochastic belief over the quality of each candidate. Probing corresponds21

to an interview of a candidate, and the capacity of the interviewer is limited to k22

interviews. The probing problem corresponds to the selection of candidates to be23

interviewed to optimize the value of the candidate that is hired eventually. Additional24

applications arise, for example, in online dating or kidney exchange. The problem25

is to probe pairs of agents for compatibility and eventually match the population26

to maximize some objective function, e.g., the number of compatible pairs or the27

overall quality of matches. Probing has further applications in domains like influence28

maximization or Bayesian mechanism design [4, 19].29

Computing an optimal probing decision is a non-trivial task as each of the subse-30

quent probing decisions may depend on the outcomes of previous probes. A standard31

technique to design optimal probing strategies is a dynamic-programming approach,32

which often turns out to be intractable. Beyond this, one commonly resorts to finding33

polynomial-time approximation algorithms (e.g., [6, 8, 10,12,27]).34

In the vast majority of approaches studied in theoretical computer science and35

applied mathematics, probing reveals the exact realization of the underlying random36

variable; probing an item completely eradicates the uncertainty. In contrast, many37

applications give rise to probing problems in which we only obtain some limited in-38

formation about the item. Consider for example an interviewer in a hiring process.39

Instead of interpreting an interview as a single probe that reveals all information, it40

is usually the case that the interviewer can ask questions or request information that41
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will partially reveal the qualifications of the respective candidate. More realistically, a42

question or exercise in an interview can be seen as a probe, but only by asking multi-43

ple questions of varying levels of difficulty the interviewer can eventually estimate the44

exact qualification of each candidate. As another example, consider a Bayesian single-45

item auction with posted prices. By setting a posted price, the auctioneer learns if46

the bidders have a value above or below that price, but that does not directly reveal47

the valuation of each bidder. Only repeated probing with different prices can reveal48

the exact value of each bidder.49

In this paper, we introduce selection problems with repeated testing. In the begin-50

ning, nature makes a single independent draw for each item to determine the realized51

value. We can test an item, but the exact realized value stays unknown and each52

test only reveals limited information about the realized value. Subsequent testing can53

be used to obtain more and more fine-grained information about the same realized54

value. There are many ways to express this condition formally, i.e., how exactly the55

result of a test changes the conditional distribution of the item. In our model, we56

take a simple and intuitive approach: The first test reveals if the realized value of an57

item is above or below the c-quantile of the distribution for some constant c ∈ (0, 1).58

Each subsequent test reveals if the realized value of the item is in the c-quantile of59

the conditional distribution, where the condition is the binary feedback of previous60

tests.61

Example 1.1. Suppose we can perform k = 3 tests on n = 2 items and c = 1/2.62

Initially, the realized values of the items are drawn i.i.d. from the uniform distribution63

over the set {10, 20, 30, 40}.64

W.l.o.g. we first test item 1. The result of the test is either positive (realization65

above the median) or negative (below the median). Suppose it is positive, then we66

know that the realized value of item 1 is either 30 or 40, both with probability 1/2.67

Next, we test item 2. If the result for item 2 is negative, then the realized value of item68

2 must be either 10 or 20, both with probability 1/2. Hence, the optimum must be69

item 1. Instead, assume the result of the test for item 2 is positive, then the realized70

value of item 2 is either 30 or 40, both with probability 1/2. We apply the third test71

again to item 1. If the result is positive, it is clear that the realization of item 1 is72

40, and item 1 is an optimum. Otherwise, the realization is 30, and then item 2 is an73

optimum.74

Interestingly, by repeating the analysis for the case when the result of the first75

test on item 1 is negative, we see that we can always identify the item with the best76

realization. Note that we cannot achieve this with k ≤ 2 tests. �77

Before we discuss our results, let us formally introduce the model.78

1.1. Testing. We are given a set N = {1, . . . , n} of items and a test capacity79

k ∈ N. The value vi of each item i ∈ N is non-negative, drawn independently from80

a known distribution Di over R+, and unknown upfront. A testing algorithm can81

perform up to k tests. Each test is performed on one of the items. In contrast82

to most of the related literature, we assume that a test does not reveal the exact83

realization of the item’s value. Instead, each test results in an improved estimation84

of the realization.85

For simplicity, let us first assume a continuous distribution. Let D−1i (q) be the86

smallest value such that Pr
[
vi < D−1i (q)

]
= q. We call D−1i (q) the q-quantile of87

Di. We assume that the first test shows whether the value is above or strictly below88

the c-quantile of the distribution for some constant c ∈ (0, 1). That test is called89
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positive if vi ≥ D−1i (c), and negative otherwise. Given this result, the conditional90

distribution of the item can then be tested for the new c-quantile in the same manner.91

In terms of the original distribution, if the first test was positive, the next test reveals92

if vi ≥ D−1i (c + c(1 − c)) or vi ∈ [D−1i (c), D−1i (c + c(1 − c))); if the first test was93

negative, the next test reveals if vi ∈ [D−1i (c2), D−1i (c)) or vi < D−1i (c2). For the sake94

of exposition, we will usually first restrict attention to c = 1/2 (i.e., median tests)95

and then outline how to generalize our algorithms and analysis to general constants96

c ∈ (0, 1).97

In this way, repeated testing leads to an improved estimation of the realized value98

– each subsequent test informs the algorithm whether the value is above (positive99

test result) or strictly below (negative test result) the c-quantile of the conditional100

distribution, where the condition is on the outcomes of all previous tests on that item.101

The algorithm can perform k tests in total. It can choose the next item to be tested102

adaptively. In the end, it selects one item. The goal is to maximize the value of the103

selected item.104

To aid the discussion of computational complexity, distributions are discrete and105

given in explicit representation. For applying the tests for such distributions, we106

assume that ties are broken consistently, e.g., by initially drawing a random number107

xi ∈ [0, 1] for each item i, extending Di to a continuous distribution over tuples108

(vi, xi), and using a lexicographic comparison for tuples (vi, xi).109

We provide algorithms that are polynomial-time in the input, where the input is110

given by the n discrete distributions in explicit representation and k. An algorithm111

can perform k tests on the items. Each test is executed via an oracle call that takes112

constant time.113

1.2. Testing versus Probing. Our goal in this paper is to identify provably114

good testing algorithms. More fundamentally, our main interest is to relate the testing115

model to the standard probing model, where each of the k probes completely reveals116

the realization. How much value is lost due to the restriction that we only have117

access to repeated quantile-tests on the conditional distributions instead of immediate118

revelation of values? What is the cost of testing instead of revealing? Arguably, it is119

not obvious that this cost is small, for several reasons.120

1. In standard probing, one can rather easily obtain a constant-factor approx-121

imation using non-adaptive algorithms that do not adjust the probing de-122

cisions to the revealed realizations, i.e., the adaptivity gap is constant. In123

contrast, good testing algorithms must necessarily be adaptive – we show in124

Section 2.1 that the adaptivity gap in testing is Θ(log min(n, k)) even for i.i.d.125

items.126

2. In the testing model, we are not aware of any direct application of adaptive127

submodularity [17], which guarantees that an adaptive version of the standard128

greedy algorithm yields a constant-factor approximation. Indeed, there are129

several natural algorithmic ideas (including the standard greedy algorithm)130

that fail to provide a constant-factor approximation, both with respect to an131

optimal strategy in standard probing as well as the optimal strategy in the132

testing model.133

For details on point (1), see Section 2.1 below. We elaborate on point (2) in the134

following example.135

Example 1.2. Consider the following instance with n items and again c = 1/2.136

For simplicity, we describe the example using discrete distributions, but it is easy137

to adjust our observations to atomless distributions. For each of the safe items138
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i = 1, . . . , n/2, the value is vi = 4 independently with probability 1/n and vi = 3139

otherwise. The remaining items i = n/2 + 1, . . . , n are the risky items – their value140

is vi = n independently with probability 1/n and vi = 0 otherwise. The number of141

tests or probes is k = n/2.142

In standard probing, we can apply the k probes to the risky items to see their143

value. Consequently, the expected value is at least144 (
1− (1− 1/n)n/2

)
n ≥

(
1− 1√

e

)
n .145

For the testing scenario, we can apply k tests. Clearly, one objective is to obtain146

information about as many items as possible. Moreover, once we finished testing,147

it is optimal to pick an item that has the highest conditional expectation. As such,148

we want to test items repeatedly to increase the best conditional expectation. This149

motivates natural algorithmic approaches:150

(a) Choose k different items (possibly adaptively) and test each item exactly151

once.152

(b) For each test, pick an item with the currently highest conditional expectation,153

for which the value has not been fully determined.154

(c) For each test, pick an item to maximize the expected marginal increase in155

the highest conditional expectation.156

For algorithm (a), observe that both applying a single test to a risky or safe item rises157

the conditional expectation to at most 4. As such, algorithm (a) does not obtain an158

expected value above 4, independently of the choice of the items to test.159

For algorithm (b), observe that initially the conditional expectation of every risky160

item is 1 and the one of every safe item is at least 3. Hence, the conditional expectation161

of every safe item is larger than the one of every risky item. It is easy to see that this162

invariant remains true throughout the algorithm. Hence, algorithm (b) only tests safe163

items. It eventually decides to pick a safe item, which has a value of at most 4.164

For algorithm (c), if we test a risky item, then as observed above, the conditional165

expectation of the tested item rises to 2 with probability 1/2, and it drops to 0 with166

probability 1/2. As such, the first test on a risky item never increases the highest167

conditional expectation. Instead, the algorithm will test only safe items. Initially, the168

expected value of every safe item is 3 + 1/n for all i ≥ 1. The conditional expectation169

of a safe item rises as long as the tests are positive. If the test is negative, the170

expectation drops to 3. As such, the algorithm will exclusively test safe items. It171

eventually decides to pick a safe item, which has value at most 4.172

This shows that the value obtained by all these algorithms is only a O(1/n)-173

fraction of the value that can be obtained with k probes in the standard probing174

model. Our main result in this paper are testing algorithms that allow a constant-175

factor approximation to the value obtained in the standard probing model. �176

1.3. Contribution and Outline. In this paper, we provide two testing algo-177

rithms, one for identically distributed items and one for non-identical distributions,178

both running in polynomial time. We prove that they provide constant approximation179

ratios, which hold even with respect to the expected value of the best strategy in the180

standard probing model. In contrast to the approaches in the example above, our181

algorithms carefully choose the correct number of items to be tested. On the one182

hand, we need a sufficiently large set of items to be tested while, on the other hand,183

a sufficient (expected) number of tests must be available for each item to guarantee a184

small approximation ratio. Maybe surprisingly, striking a good balance between these185
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conflicting objectives is indeed possible.186

Our algorithms are inherently adaptive. Indeed, we show that non-adaptive algo-187

rithms can only obtain an approximation ratio of Ω(log min(n, k)) w.r.t. the expected188

value of the best testing strategy. As such, in contrast to probing, there is a non-189

constant adaptivity gap. We adjust our algorithms and obtain non-adaptive variants190

that yield asymptotically tight upper bounds on the adaptivity gap.191

Our algorithms are conceptually different than the adaptive greedy procedures192

considered in the example above. They can be interpreted to consider items sequen-193

tially – we apply tests to the item under consideration until the item is accepted or194

discarded, and then the next item is tested (if tests remain). Therefore, the algo-195

rithms and analyses naturally extend to the sequential variant of the problem, where196

all tests on a single item must be applied consecutively, and the order of items for197

testing is externally given. For this variant, we also provide an efficient algorithm to198

compute the optimal testing strategy based on a dynamic program.199

A preliminary version of the present paper was published in the proceedings of200

the 30th International Joint Conference on Artificial Intelligence (IJCAI) [23]. The201

present version extends the extended abstract by tight results on adaptivity gaps and202

general quantile tests.203

Outline. After a discussion of related work in the subsequent Section 1.4, we204

describe in Section 2 our algorithm and the analysis for the case of independent and205

identically distributed (i.i.d.) items with Di = Dj = D for all i, j ∈ N . In Section 2.1206

we bound the adaptivity gap for i.i.d. distributions to Θ(log min(n, k)).207

Our algorithm for the general case is considered in Section 3. In Section 3.1 we208

bound the adaptivity gap for the general case to Θ(log min(n, k)). In Section 4 we209

consider the sequential testing problem, where items have to be tested sequentially in210

a given order. We conclude in Section 5.211

1.4. Related Work. Stochastic probing problems in which probing eradicates212

all uncertainty about the tested item have been extensively studied. A prominent line213

of work [1, 5, 19–21] is concerned with fairly general models in which an—according214

to some given downward-closed set system—feasible set of (often Bernoulli) variables215

can be adaptively probed. When probing is done, a set of items that is feasible accord-216

ing to another given downward-closed set system can be selected, and the obtained217

value is an (e.g., submodular) function of the selected items. The goal is typically218

to develop algorithms that approximate the best strategy and whose guarantees are219

parameterized by the respective instance, e.g., parameters of the set systems corre-220

sponding to the constraints [6, 8, 10, 12, 27]. One approach to achieve constant-factor221

approximations is bounding both the adaptivity gap and the approximation factor of222

some non-adaptive algorithm by a constant; see, e.g, [20]. In this light, our approx-223

imation results, which are based on algorithms that work in the sequential setting,224

can be viewed as a bound on the “sequentiality gap” of our problem.225

Instead of having to satisfy a hard constraint on the set of items that can be226

probed, in the Pandora’s box problem one is charged for probing any of the items (for227

which the inherent values are typically independently distributed) [29]. The goal is to228

maximize the expected difference between the value of the chosen item and the probing229

cost. While in the standard model the picked item must be a previously probed item,230

in [7] any single item can be picked, but again probing eradicates all uncertainty. In231

a Markovian model [18], each probe only advances a Markov chain associated with232

the respective item by a single step. This is a model with limited information, but in233

contrast to our model an item may only be picked once the Markov chain has reached234
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a terminal state, i.e., once all uncertainty has been eradicated.235

Some of these models have been generalized to variants, in which multiple items236

can be chosen; see, e.g., [28]. In the standard model, an optimal algorithm is known;237

more generally, one often resorts to approximation algorithms, sometimes even in the238

form of a PTAS [14].239

The prophet-inequality setting [25] is different in that the values of all items are240

revealed eventually and there is no probing cost. In the classic version, items are241

revealed in an adversarial order, and a single item can only be picked at the time242

of its revelation. Then, the best strategy can be computed via a simple dynamic243

program, but the challenge is typically to compare the performance with that of an244

all-knowing prophet. When the order of revelation can be chosen, computing the best245

strategy becomes less tractable [2]. We also refer to surveys on this topic [11,26].246

Let us emphasize that our problem is quite different from multi-armed bandit247

models (e.g., [15]), in which typically actions have random payoffs from unknown248

distributions, from which samples are repeatedly drawn and revealed. In contrast,249

here each value for an item comes from a known distribution, is sampled only once250

in the beginning and only revealed gradually (upon testing). This setting calls for251

analyses different from the “regret”-style analysis typically applied for multi-armed252

bandit models.253

2. Identical Distributions. The main result in this section is our algorithm254

ALGiid, which has a constant approximation ratio for identical distributions. The255

algorithm only depends on the test results and uses no additional information about256

the distribution. It is simple and achieves a good constant approximation guarantee,257

even with respect to the optimum in the standard probing model, where each test258

reveals the realization. We first discuss it in the setting of median tests, i.e., c = 1/2.259

Algorithm ALGiid. Let k′ = 2dlog2 min{n,k+1}e the smallest power of 2 that is260

larger or equal to min{n, k + 1}. We use the short notation δq = D−1(q). Our algo-261

rithm ALGiid performs tests on the items sequentially. For each item i, it repeatedly262

tests the item until it is clear whether it’s value vi is larger or equal to δ(k′−1)/k′ or263

not, i.e., until there are log2(k′) positive tests in a row or until there is a single nega-264

tive test. If vi ≥ δ(k′−1)/k′ , we call this item a good item. In this case, the algorithm265

selects i and terminates. Otherwise, it continues by testing item i+1. If the algorithm266

fails to find a good item or runs out of tests, it selects a random item.267

We slightly abuse notation and use ALGiid to denote our algorithm and E [ALGiid]268

for the expected value of the chosen item. Our guarantee will relate this to the269

expected value of ProbeOPTk+1, the value obtained in the standard probing model270

by seeing the exact realization of the first k + 1 items and selecting the one with the271

best realization. Instead of probing k items and then possibly taking an (unprobed)272

item k+1 (in case k < n and all observed realizations are below the expectation of D),273

we allow ProbeOPTk+1 to also reveal the realization of item k+ 1 and then select the274

best realization from the k+1 probed items. Clearly, observing exact realizations and275

the additional probe imply that E [ProbeOPTk+1] upper bounds the value achievable276

by any algorithm in the testing scenario with k tests. Our main result in this section277

is the following.278

Theorem 2.1. ALGiid runs in polynomial time and obtains a value of279

E [ALGiid] ≥
(

1− 1
4
√

e
− o(1)

)
·E [ProbeOPTk+1] ,280

where the asymptotics is in min(n, k).281
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Proof. We first assume k < n and discuss the case k ≥ n below. In the subsequent282

Lemma 2.2, we prove a lower bound on the probability that ALGiid finds a good item.283

We start by observing that the expected value of any good item is at least284

E [ProbeOPTk+1]: Clearly, in ProbeOPTk+1 we have probability 1/(k + 1) to se-285

lect each of the first k+ 1 items. Under the condition that the probability of selecting286

an item is 1/(k+ 1), by stochastic dominance, the largest-possible expectation of the287

item’s value is E
[
vi | vi ≥ δk/(k+1)

]
. Additionally, E [vi | vi ≥ δx] is increasing in x288

and k′ ≥ k+1. Hence, E [ProbeOPTk+1] ≤ E
[
vi | vi ≥ δ(k′−1)/k′

]
, the expected value289

of a good item.290

By Lemma 2.2 below, we can conclude that the algorithm finds and selects a good291

item with probability at least292

α = 1−
1− 1

2k′

1− log2(k
′)

k′

· 1
√

e
k+1
k′+1

− 1

2k−13
≥ 1− 1

4
√

e
− o(1),293

where the asymptotics is in k = min(n, k). Since a good item has expected value of294

at least E [ProbeOPTk+1] the approximation factor is at least α.295

Finally, let us briefly discuss the case k ≥ n− 1. We can restrict ALGiid to n− 1296

tests and apply the same analysis, where n−1 replaces k. On the other hand, clearly,297

E [ProbeOPTk+1] = E [ProbeOPTn] for every k ≥ n− 1, since k + 1 ≥ n probes are298

sufficient to reveal all values of all n items.299

Lemma 2.2. The probability that ALGiid runs out of tests before finding a good300

item can be upper bounded by301

1− 1
2k′

1− log2(k
′)

k′

· 1
√

e
k+1
k′+1

+
1

2k−13
.302

The proof of Lemma 2.2 is rather technical and deferred to the appendix. Instead,303

we discuss a simple argument that the lower bound α on the competitive ratio in the304

proof of Theorem 2.1 is a constant, i.e., with probability Ω(1) the algorithm selects a305

good item before running out of tests.306

Lemma 2.3. The probability that ALGiid finds a good item before running out of307

tests can be lower bounded by a constant.308

Proof. If n is constant, then so are k and k′. Then, there is a constant probability309

that the first item is good and identified by the first log2 k
′ tests. For the rest of the310

proof, we therefore assume n > k ≥ 6 and, hence, k′ ≥ 8. Then the probability that311

the first bk/4c items contain at least one good one is312

1− (1− 1/k′)bk/4c ≥ 1− (1− 1/k′)bk
′/8c = 1− (1− 1/k′)k

′/8 ≥ 1− 1

e1/8
.313

For the rest of the proof, we condition on the fact that there is a good item among314

the first bk/4c items, denoted by F1..bk/4c. We now upper bound the probability that315

we do not identify the first good item by 18/19. This happens when we have less316

than log2 k
′ remaining tests upon arriving at the first good item. Thus, we bound the317

probability that we use more than k − log2 k
′ tests before arriving at the first good318
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item. We use Fj to denote the event that item j is the first good item. Then,319

Pr
[
less than log2 k

′ tests remain for the first good item | F1..bk/4c
]

=

bk/4c∑
j=1

Pr
[
Fj ∧ (less than log2 k

′ tests remain for j)| F1..bk/4c
]

=

bk/4c∑
j=1

Pr
[
Fj ∧ (more than k − log2 k

′ tests used before j)| F1..bk/4c
]

=

bk/4c∑
j=1

Pr
[
Fj | F1..bk/4c

]
·

Pr
[
more than k − log2 k

′ tests used before j | Fj ∩ F1..bk/4c
]

=

bk/4c∑
j=1

Pr
[
Fj | F1..bk/4c

]
Pr [more than k − log2 k

′ tests used before j | Fj ] .

320

Consider the event of using more than k− log2 k
′ tests on the bad items {1, . . . , j−1}.321

It has the same probability as the following event: In an infinite stream of bad items,322

for k − log2 k
′ tests we see less than j − 1 negative test results, or equivalently, more323

than k − log2 k
′ − j + 1 positive test results. We use the random variable X for the324

number of positive test results and obtain325

bk/4c∑
j=1

Pr
[
Fj | F1..bk/4c

]
·Pr [more than k − log2 k

′ tests used before j | Fj ]

=

bk/4c∑
j=1

Pr
[
Fj | F1..bk/4c

]
·Pr [X > k − log2 k

′ − j + 1]

≤
bk/4c∑
j=1

Pr
[
Fj | F1..bk/4c

]
·Pr [X > k − log2 k

′ − bk/4c+ 1]

= Pr [X > k − log2 k
′ − bk/4c+ 1] ≤ E [X]

k − log2 k
′ − bk4 c+ 1

,

326

where the last inequality is due to Markov’s inequality. Note that whenever we test327

a bad item, the probability of a positive test is strictly less than 1/2. We obtain328

E [X]

k − log2 k
′ − bk4 c+ 1

<
1
2 (k − log2 k

′)

k − bk4 c − log2 k
′ + 1

≤
1
2 (k − log2 k

′)
3
4 (k − log2 k

′)− 1
4 log2 k

′ + 1

≤
1
2 (k − log2 k

′)
3
4 (k − log2 k

′)− 2
9 (k − log2 k

′)
=

18

19
,

329

where the last inequality follows because log2 k
′ − 1 ≤ 8

9 (k − log2(k′)) for k ≥ 6.330

Hence, conditioned on F1..bk/4c, the probability that we fail to identify the first331

good item is at most 18/19, so with probability at least 1/19, we have enough tests332

to identify it. Overall, by multiplying with the probability of F1..bk/4c, we get that a333

good item is found with probability at least (1− e−1/8)/19 ∈ Ω(1).334
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Testing for a c-quantile. Our analysis can be extended rather generically to the335

case when each test reveals if the realization is above or below a c-quantile of the336

conditional distribution for an item, for any constant c ∈ (0, 1). Then, using337

k′ =

(
1

1− c

)dlog1/(1−c) min{n,k+1}e

,338

we define a good item as one where the first r = log1/(1−c)(k
′) = dlog1/(1−c)(min{n, k+339

1})e tests are all positive. The probability that we get such an item can be bounded340

by generalizing Lemma 2.2 from c = 1/2 to c ∈ (0, 1). Then the probability to find a341

good item is at least342

αc = 1− 1

ec(1−c)
− o(1),343

which bounds the approximation ratio of the algorithm. For a more detailed discussion344

see the appendix.345

2.1. Adaptivity Gap. Note that ALGiid is inherently adaptive in choosing the346

next item to test. A popular approach in probing problems is to design simpler347

non-adaptive probing strategies. Notably, in standard probing there is a constant348

adaptivity gap – the expected values of optimal adaptive and non-adaptive algorithms349

differ by at most a constant factor.350

Here we show that testing is different in the sense that the adaptivity gap is351

non-constant.352

Theorem 2.4. The adaptivity gap for testing with identical distributions is in353

Ω(log min{k, n}).354

Proof. Suppose there are k = 2j tests and n ≥ k items with a gold-nugget distri-355

bution, for an integer j > 1. In this distribution, we have vi = k with probability 1/k356

and vi = 0 otherwise. It is easy to see that by probing k items, we obtain an expected357

value of Ω(k), which asymptotically is also obtained by (ALGiid and, hence) the best358

adaptive testing strategy.359

Now consider any non-adaptive testing strategy. The strategy divides the k tests360

onto the items before seeing any result. We number the items by the number of tests361

in non-increasing order, i.e., item i receives ki tests, where k1 ≥ k2 ≥ . . . ≥ kn and362 ∑n
i=1 ki = k.363

W.l.o.g. we apply at most ki ≤ j = log2 k tests to any item i, since with this364

number of tests we exactly learn the realization of that item. Consider the items in365

order of the numbering. With probability 1/2k1 all k1 tests on item 1 are positive.366

Then this item has conditional expectation 2k1 , which is highest possible among all367

items and gets selected. If any of the k1 tests on item 1 is negative, the item has value368

0, is discarded, and we consider the k2 tests on item 2. With probability 1/2k2 all of369

them are positive, and then item 2 has conditional expectation 2k2 . This is highest370

possible among all items, and item 2 gets selected. Otherwise, item 2 has value 0, is371

not selected, and we consider the k3 tests on item 3, etc. Overall, the expected value372
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of the policy is373

1

2k1
· 2k1 +

(
1− 1

2k1

)
· 1

2k2
· 2k2 + . . .+

n−1∏
i=1

(
1− 1

2ki

)
· 1

2kn
· 2kn

= 1 +

n−1∑
`=1

∏̀
i=1

(
1− 1

2ki

)
︸ ︷︷ ︸
=: g(k1,...,k`)

= 1 +

n−1∑
`=1

g(k1, . . . , k`).
374

To derive an upper bound, consider each g(k1, . . . , k`) separately. g(k1, . . . , k`) is375

non-decreasing and concave when viewed as a continuous function in any ki, and the376

dependence on all ki is symmetric. We have a constraint
∑n

i=1 ki ≤ k. As such, g377

attains a maximum when k1 = . . . = k` = k/`:378

g(k1, . . . , k`) ≤
(

1− 1

2k/`

)`

.379

It is easy to see that the right term strictly decreases for ` = 1, . . . , k from 1 − 1/2k380

to (1/2)k. For ` ≤ 2k/(log2 k), we overestimate the value of
(
1− 1

2k/`

)` ≤ 1. For381

2k/(log2(k)) < ` ≤ k we see that382

(
1− 1

2k/`

)`

<

(
1− 1

2log2(k)/2

)2k/(log2(k))

=

((
1− 1√

k

)√k
)2
√
k/(log2(k))

= o(1/k).383

Finally for all ` > k, it must be that k` = 0, since ki are non-negative integers, so at384

most k of them can be positive. Hence,
∑n−1

`=k+1 g(k1, . . . , k`) = 0.385

Overall, we see that386

1 +

n−1∑
`=1

g(k1, . . . , k`) < 1 +
2k

log2(k)
+ k · o(1/k) = O

(
k

log2 k

)
.387

Hence, the adaptivity gap is Ω(log k) = Ω(log min{n, k}).388

For an upper bound on the adaptivity gap, consider a non-adaptive variant of389

ALGiid. We simply pick bk′/(log2(k′))c items and apply log2(k′) tests to each of390

these items. The probability that we see a good item is at least391

1−
(

1− 1

2log2 k′

)b k′
log2 k′ c

= 1−
(

1− 1

k′

)b k′
log2 k′ c

= −
bk′/ log2 k′c∑

`=1

(
bk′/ log2 k

′c
`

)(
− 1

k′

)`

=

(
bk′/ log2 k

′c
1

)
· 1

k′
−
(
bk′/ log2 k

′c
2

)
·
(

1

k′

)2

± . . .

= Ω

(
1

log k′

)
−O

(
1

(log k′)2

)
392

Hence, the adaptivity gap is O(log k′) = O(log min{n, k}). We will slightly generalize393

this idea in Section 3.1 below. In Theorem 3.5 we obtain a similar upper bound even394

for general distributions.395
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3. General Distributions. Our main result in this section is an algorithm that396

has a constant approximation ratio for non-identical, independent distributions Di.397

As in the previous section, we first concentrate on the case c = 1/2, and we first398

assume k < n.399

In the following, we first describe an (approximate) upper bound on the value400

that the optimum obtains. From this upper bound, we can derive a value pi such401

that is sufficient to select item i with constant probability when it realizes above its402

(1−Ω(pi))-quantile. We then discuss how to design an algorithm that achieves that.403

Eventually, we formally analyze the resulting algorithm.404

We again relate the performance to E [ProbeOPT`], the expected value of the405

optimal strategy in the standard probing model that can adaptively inspect ` ≤ n406

of the items, learns their exact realization and then picks the best realization it has407

seen.408

When adaptively inspecting the exact value of k items, we might eventually want409

to resort to an uninspected item with the maximum expected value (if all realizations410

are below that expectation). Instead, for ProbeOPTk+1 we can also learn the realiza-411

tion of this additional uninspected item and then pick the best one among the k + 1412

items seen. This is clearly stronger than what we can achieve in the testing model413

with k tests. Our main result is to provide an algorithm with constant approximation414

w.r.t. E [ProbeOPTk+1].415

Again, this also implies an Ω(1)-approximation for k ≥ n, since n − 1 probes to416

suffice to achieve a Ω(1)-approximation with respect to E [ProbeOPTn], which always417

learns and selects the best item—a trivial upper bound on what can be achieved with418

any kind of testing. As such, we can run our strategy using only n − 1 tests (and419

ignoring the rest). For the remainder of the section, we therefore concentrate on the420

case k < n.421

As a first step, we apply a reduction to concentrate on a smaller number of422

relevant items. We do so using the following result from the literature, rephrased for423

our needs.424

Theorem 3.1 (Theorem 2 in [4]). There exists an algorithm that, given k ∈ N,
in polynomial time selects a subset Nk+1 ⊆ N of the items with |Nk+1| = k + 1 and

E

[
max

i∈Nk+1

vi

]
≥
(

1− 1

e

)
·E [ProbeOPTk+1] .

In contrast to [4] we have direct access to the distributions. By inspecting their425

analysis, we see that this implies the stated approximation without reduction by an426

ε > 0.427

Now given the subset Nk+1, we apply a further random sampling step—we pick
a uniformly random subset N ′ ⊂ Nk+1 of k′ items. Clearly, we sample the item with
the best realization from Nk+1 with probability k′/(k + 1). Thus,

E

[
max
i∈N ′

vi

]
≥ k′

k + 1
·E
[

max
i∈Nk+1

vi

]
.

We choose k′ := bk/10c so that k′ is smaller than k+1 by a large-enough constant428

factor in order to be able to perform enough tests on the items of N ′. Also, since429

k′ ∈ Ω(k), we get E [maxi∈N ′ vi] = Ω(1) · E [ProbeOPTk+1]. For convenience, we430

renumber the items such that N ′ = [k′] = {1, . . . , k′}.431

Furthermore, we assume k > k0 for a suitable constant (k0 = 50 is sufficient),432

since our analysis relies on concentration bounds and we need to ensure k′ ∈ N.433
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Otherwise, for constant k ≤ k0, selecting an item with the best (a priori) expectation434

ALGgen trivially guarantees a constant-factor approximation.435

It remains to achieve a constant approximation to E
[
maxi∈[k′] vi

]
under the as-436

sumption k > k0. Let Ei be the event that i has the largest value of all items in N ′.437

Here, we break ties in order of lower item numbers. We can write438

(3.1) E

[
max
i∈[k′]

vi

]
=

k′∑
i=1

Pr [Ei] ·E [vi | Ei] .439

In the following we will use pi as shorthand for Pr [Ei] for all i ∈ [k′]. Given explicit440

representations of the discrete distributions Di for items in [k′], the values pi can be441

computed easily in polynomial time1.442

We try to pick each item i ∈ [k′] that realizes to any fixed value above the (1 −443

Ω(pi))-quantile with constant probability. Then, with (3.1) and a similar argument as444

for identical distributions, we indeed get an Ω(1)-approximation. Our algorithm again445

operates sequentially over the items. It considers items 1, . . . , k′ in arbitrary order,446

say, in ascending order of their indices. Upon considering item i, it (approximately)447

checks if vi realizes above the 1− pi quantile of Di. If this check succeeds, it simply448

selects item i; otherwise it discards i and proceeds with the next item.449

Assuming we could perform the check for the 1 − pi quantile not only approxi-450

mately but exactly in our model (say, using Θ(log(1/pi)) tests), this algorithm would451

not obtain all realizations above the 1− Ω(pi) quantile with constant probability for452

all i; indeed, we need a specific approximate check. First, p1 may be arbitrarily close453

to 1. Then we are unable to guarantee to arrive at item 2 with a constant probability454

and thereby fail to select v2 with constant probability when v2 realizes to a value455

above the 1 − Ω(p2) quantile of D2. Second, p1 may be so small that Θ(− log p1)456

exceeds k, the number of available tests. Then we never select v1.457

We address both issues by defining458

qi =
max{pi, 1/k′}

8
∈ Ω(pi)459

and using qi in place of pi. Lifting values smaller than 1/k′ to 1/k′ can be seen as460

an idea borrowed from the setting of identical distributions. Dividing the resulting461

probability by 8 makes sure that there is a constant lower bound on the probability462

that for any given item i the algorithm eventually considers i. A similar idea is used463

in Bayesian mechanism design [3, 9] and LP-based probing algorithms [6].464

To (approximately) check more easily if vi realizes above D−1i (1− qi), we round465

qi to a power of 2 (with negative exponent). We define q̃i to be the largest power of466

2 which is at most qi. Having arrived at item i, our algorithm tests item i at most467

− log2 q̃i ∈ N times. As soon as one of the tests is negative, we stop testing item i and468

continue with the next item; if all tests are positive, we select item i. This concludes469

the description of our algorithm, which we summarize as ALGgen. For a formal and470

precise description, see Algorithm 3.1. Recall that the analysis for the case k > n− 1471

follows from restricting attention to min(k, n) tests.472

The main result is the following theorem. By slight misuse of notation, we use473

E [ALGgen] to denote the expected value of the item selected by our algorithm.474

1For each possible realization vi of item i, compute the probability that item i has value vi, all
items j = 1, . . . , i − 1 have a realization vj < vi, and all items j = i + 1, . . . , k′ have a realization
vj ≤ vi. The product of these numbers is the probability that vi constitutes the maximum of all
realizations. pi is the sum of probabilities computed for all realizations of item i.

12

This manuscript is for review purposes only.



Algorithm 3.1 ALGgen for General Distributions

Input : Distributions D1, . . . , Dn over R+, k ∈ N.
Output: The index of the picked item.

1 if k ≤ k0, return i ∈ arg maxi∈[n] E [vi].
2 Required tests: k ← min(k, n− 1).
3 Select set Nk+1 of items using Theorem 3.1.
4 k′ ← bk/10c.
5 Select set N ′ of k′ items from Nk+1 uniformly at random; w.l.o.g. N ′ = [k′].
6 for i in [k′]:
7 Ei is the event that arg maxi∈[k′] vi is item i (breaking ties arbitrarily).

8 qi ← max{Pr [Ei] , 1/k′}/8.

9 q̃i ← 2b− log2 qic.
10 for j in [− log2 q̃i]:
11 if test is available:
12 test distribution Di.
13 if negative test result: break inner loop.
14 if j = − log2 q̃i: return i.

15 return any i ∈ [k′]

Theorem 3.2. ALGgen runs in polynomial time and achieves an expected value475

of476

E [ALGgen] ≥ Ω(1) ·E [ProbeOPTk+1] .477

To prove this theorem, we first show the following lemma.478

Lemma 3.3. Suppose k > k0. There is a constant r > 0 such that, for any i ∈ [k′],479

the probability that ALGgen arrives at item i with at least log2 k
′ + 4 unused tests is480

at least r.481

Proof. It suffices to consider the event that ALGgen arrives at the last item,482

i.e., item k′, with log2 k
′ + 4 unused tests, called F in the following, and bound its483

probability from below by a constant. By the union bound, we can write484

(3.2) Pr [F ] ≥ 1−Pr [F1]−Pr [F2] .485

Here, F1 is the event that the algorithm picks any vi prior to even considering vk′ . To486

define F2, we view the tests as independent, unbiased coins and realize all of them,487

even those that are potentially not used by the algorithm. Now F2 is the event that488

among the first k−(log2 k
′+4) tests, fewer than k′−1 have result 0. Indeed, whenever489

F does not occur, at least one of F1 and F2 occurs.490

We first consider F1. Note that
∑

i∈[k′] pi = 1. Since max{pi, 1/k′} ≤ pi+1/k′ for491

all i ∈ [k′], it follows that
∑

i∈[k′] max{pi, 1/k′} ≤ 2, so
∑

i∈[k′] qi ≤ 1/4 by definition492

of qi. Then, using q̃i ≤ qi for all i ∈ [k′], we have
∑

i∈[k′] q̃i ≤ 1/4.493

Since the probability that we pick item i is at most q̃i (for that to happen, vi has494

to realize above the 1− q̃i quantile of Di), again by the union bound, the probability495

that we pick any item at all is at most 1/4. Therefore496

(3.3) Pr [F1] ≤ 1

4
.497
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It remains to bound Pr [F2] from above and away from 3/4. Towards applying498

Markov’s inequality define X to be the number of positive tests among the first bk/2c499

tests. Then X has expectation at most k/4. We get500

Pr [F2] ≤ Pr

[
X ≥ 4k

10

]
≤ Pr

[
X ≥

(
1 +

3

5

)
·E [X]

]
≤ 5

8
,(3.4)501

502

where the first inequality we use follows using k > k0 = 50: When F2 occurs, we503

have less than k′ ≤ k/10 tests with result 0 among the first bk/2c < k − (log2 k
′ + 4)504

tests, so X ≥ k/2 − k′ ≥ 4k/10 follows. The second inequality follows by plugging505

in the upper bound on the expected value of X, and the last inequality follows from506

Markov’s inequality (clearly, X ≥ 0).507

The claim follows from combining Inequalities (3.3) and (3.4) in (3.2).508

With this lemma at hand, we can prove the main theorem.509

Proof of Theorem 3.2. First consider the case k ≤ k0 = 50. We denote the re-510

turned index by i? ∈ arg maxi∈[n] E [vi]. Here we overestimate E [ProbeOPTk+1] by511

selecting all k+ 1 observed realizations and obtaining the sum of the values. For this512

objective, it is trivially optimal to select the set I?k+1 which we define to be the set513

of k + 1 items with highest expectation. Since ALGgen selects the single item with514

highest expectation, it recovers at least515

E [vi? ] ≥ 1

k + 1
·
∑

i∈I?
k+1

E [vi] ≥
1

k0 + 1
·E [ProbeOPTk+1] ,516

implying our claim.517

Now consider the case k > k0 = 50. By Lemma 3.3, there exists a constant r > 0518

such that with probability at least r, for any given item i, the algorithm arrives at i519

with at least − log2 q̃i ≤ log2 k
′ + 4 unused tests. Hence,520

E [ALGgen] ≥
k′∑
i=1

r ·Pr
[
vi ≥ D−1i (1− q̃i)

]
·E
[
vi | vi ≥ D−1i (1− q̃i)

]
521

= r ·
k′∑
i=1

q̃i ·E
[
vi | vi ≥ D−1i (1− q̃i)

]
522

≥ r ·
k′∑
i=1

pi
16
·E
[
vi | vi ≥ D−1i

(
1− pi

16

)]
523

≥ r ·
k′∑
i=1

1

16
·Pr [Ei] ·E [vi | Ei] =

r

16
·E
[

max
i∈[k′]

vi

]
.(3.5)524

525

In the first step, we use the independence of arriving at item i and its realization vi.526

The second step uses the definition of Di. The third step follows by monotonicity of527

x · E
[
vi | vi ≥ D−1i (1− x)

]
as a function of x and q̃i ≥ qi/2 ≥ pi/16. In the fourth528

step, we use that pi = Pr [Ei] for the first part and stochastic dominance to compare529

the two expected values. The last step uses the definition of Ei.530

Recalling the discussion of Theorem 3.1 and the random sampling step, we observe531

(3.6) E

[
max
i∈[k′]

vi

]
≥
(

1− 1

e

)
· k′

k + 1
·E [ProbeOPTk+1] .532
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The ratio follows by combining (3.5) and (3.6) with533

k′ =

⌊
k

10

⌋
≥ k

10
− 1 ≥ 1

13
(1.3k − 13) ≥ 1

13
(k + 2) ,534

as k ≥ 50. The running time of ALGgen is dominated by applying the algorithm of [4]535

and computing the values pi = Pr [Ei]. Both steps run in time polynomial in the536

input size.537

Testing for a c-quantile. When tests return whether the realization is above
or below the c-quantile for some constant c ∈ (0, 1) (instead of 1/2-quantile) of the
conditional probability distribution, the same techniques can be used to obtain an
Ω(1)-approximation. We provide a sketch of the adjusted algorithm ALG′gen and how
the arguments can be adjusted. We choose k′ := bc ·k/5c and k0 as a sufficiently large
constant (discussed below). With this adjusted definition of k′ and k0, we apply the
same steps as in ALGgen until line 5 of the algorithm. As in the c = 1/2 case, for
every i ∈ [k′] we can define a quantile

qi := max{pi, 1/k′} ·
c

4
.

Choosing q̃i to be the largest power of c with q̃i ≤ qi, we get538

(i) q̃i ≥ c · pi · c/4 for all i ∈ [k′],539

(ii) q̃i ≥ c/k′ · c/4 =: L for all i ∈ [k′],540

(iii)
∑

i∈[k′] q̃i ≤ c/2.541

We then apply lines 6–15 of ALGgen with this adjusted definition of q̃i and − log1/c q̃i542

instead of − log2 q̃i in lines 10 and 14. Consider the following more general version of543

Lemma 3.3.544

Lemma 3.4. Suppose k > k0. There is a constant r such that, for any i ∈ [k′],545

the probability that ALG′gen arrives at item i with at least blogc Lc unused tests is at546

least r.547

For the proof, we can use (iii) to bound Pr [F1] from above by c/2, where F1 is again548

the event that the algorithm picks any item before considering the final one. Similarly,549

F2 is again the event that the number of negative tests among the first k − blogc Lc550

tests is smaller than k′−1. To bound Pr [F2] we define X to be the number of positive551

tests among the first bk/2c tests, so that X has expected value at most (1− c) · k/2.552

Similarly to the previous analysis, we can write553

(3.7) Pr [F2] ≤ Pr

[
X ≥ 5k − 2ck

10

]
≤ Pr

[
X ≥ 5− 2c

5− 5c
·E [X]

]
≤ 5− 5c

5− 2c
< 1− c

2
.554

Towards the choice of k0, we assume it is large enough to exclude all (constantly555

many) small values of k for which bk/2c > k − blogc Lc. As such, we can assume556

bk/2c ≤ k − blogc Lc, and the first inequality of (3.7) follows because then F2 only557

occurs if X ≥ k/2−k′ ≥ (5k−2ck)/10. As before, the next step follows by the upper558

bound on E [X], the step after that using Markov’s inequality, and the final step by559

simple calculus. The proof of the constant-factor approximation is then analoguous560

to that of Theorem 3.2, using (i) and Lemma 3.4.561

3.1. Adaptivity Gap. Turning to the adaptivity gap, we show that a non-562

adaptive variant of ALGgen guarantees a logarithmic upper bound. The lower bound563

has been established for identical distributions in Theorem 2.4 above.564
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Theorem 3.5. The adaptivity gap for testing with general distributions is in565

Θ(log min{k, n}).566

Proof. For the upper bound consider a non-adaptive variant of ALGgen. In this567

variant, we apply the same steps until line 5 of Algorithm 3.1. Then in line 6, instead568

of sequentially searching through all items from [k′], we pick a random subset N ′′ of569

bk′/ log2(16k′)c items from [k′]. Using the definitions of Ei, qi and q̃i as given in lines570

7–9 (using k′ and [k′]), we apply − log2 q̃i tests to each item i ∈ N ′′. Whenever there571

is at least one item i ∈ N ′′ for which all − log2 q̃i test are positive, we return such an572

item with smallest index.573

First, let us argue that we have enough tests to execute this algorithm. By defi-574

nition q̃i ≥ qi ≥ 1/(16k′), so − log2 q̃i ≤ log2(16k′). Overall, the algorithm considers575

bk′/ log2(16k′)c items and applies at most log2(16k′) tests to each item. In total,576

these sum to at most k′ ≤ k tests.577

Now consider the approximation ratio. Consider an instance and a given random578

draw of the values vi. Suppose we execute both ALGgen and the non-adaptive variant.579

We couple the random choices in these executions in the sense that both algorithms580

choose the same sets Nk+1 and N ′. Then, if ALGgen returns any item i, this must be581

the item from [k′] with smallest index such that all − log2 q̃i tests were positive. For582

the non-adaptive variant, this item is selected into N ′′ with probability583

k′

bk′/ log2(16k′)c
∈ Ω

(
1

log k′

)
,584

and in that case also gets returned. Hence, for every item i returned by ALGgen,585

the non-adaptive variant returns the same item with probability Ω(1/ log k′). The ex-586

pected value of the non-adaptive variant is therefore at least Ω(1/ log k′) ·E [ALGgen].587

Finally, note that ALGgen has a constant approximation ratio and k′ = Θ(min(k, n)).588

The theorem follows.589

4. Sequential Testing. We consider a sequential scenario of the testing prob-590

lem, in which tests for the same item must be conducted consecutively, and items591

must be tested in a given order. This restricts the algorithm and the optimal testing592

strategy in two ways.593

First, if a test series for an item j is stopped, j cannot be tested anymore. This594

restriction is very natural in many practical applications such as the hiring process595

discussed above. Typically, a candidate cannot be interviewed again after the job596

interview is finished. Additional applications for this assumption include flat viewings,597

inspection of second hand articles, or test series with time consuming test setups.598

Second, we restrict all testing to adhere to a fixed ordering of the items, i.e., the599

order of items, in which they can be tested, is given upfront. Note that this constraint600

has no bite for the i.i.d. scenario.601

Interestingly, all our results from the previous sections directly carry over to602

the sequential testing problem. Both our algorithms test each item using a single603

consecutive test series and can be applied when given any fixed order of items.604

Observation 4.1. Algorithms ALGiid and ALGgen run in polynomial time and605

obtain constant approximation factors for the sequential testing problem.606

4.1. A Dynamic Program for Sequential Testing. As the main result in607

this section, we show how to compute the optimal testing strategy in polynomial time.608

Theorem 4.2. The optimal strategy in the sequential testing problem can be com-609

puted in polynomial time.610
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For the proof, we denote the test results of ki tests on some item i ∈ [n] by a vector611

R ∈ {0, 1}ki where 0 and 1 correspond to negative and positive tests, respectively.612

Moreover, we use Di,R for the distribution of vi conditioned on the test results R. For613

simplicity, we restrict to c = 1/2 in this section; a generalization to any c ∈ (0, 1) is614

straightforward.615

Observe that, in any given state of the system, optimal testing and selection616

decisions can be made knowing the instance parameters as well as617

(i) the first item inext that one has not stopped testing (w.l.o.g. inext ≤ n),618

(ii) the conditional distribution Dinext,R of the item tested last (if any; otherwise619

Dinext,R := ∅), where R are the results of the tests conducted on item inext,620

(iii) the conditional distribution Di?,R′ of a previously considered item (if any; other-621

wise Di?,R′ is the distribution ∅ that has mass 1 on value 0) i? that maximizes622

E [vi? | R′], where again R′ are the results of the tests conducted on i?, and623

(iv) the remaining number of tests.624

Due to the fixed ordering of items, we do not need to keep track of the history of all625

previously tested items, and (iii) suffices. More formally, we define626

Di := {Di,R | R ∈ {0, 1}ki , ki ∈ [k]},627

and each entry of our DP corresponds to a quadruple in628

(4.1) [n]×

{∅} ∪ ⋃
i∈[n]

Di

2

× {0, . . . , k},629

corresponding to the four parameters described above.630

One may be tempted to think that superpolynomial running time is required631

in the dynamic program because (ii) and (iii) depend on the outcomes of possibly632

ω(log k) tests, leading to 2ω(log k) = ω(poly(k)) different results of these tests and a633

seemingly superpolynomial cardinality of Di. The key observation, however, is that634

there is only a polynomial number of possibilities for Di,R, for any item i after O(k)635

tests with result R. This holds since distributions Di are discrete and come in explicit636

representation. Recall that a distribution D is called degenerate if |supp(D)| = 1. For637

simplicity, we use supp to denote the essential support of a distribution, which ignores638

elements of measure 0.639

Lemma 4.3. Suppose item i ∈ [n] has been tested ki ≤ k times. Then the distri-640

bution Di,R is non-degenerate for at most |supp(Di)| − 1 many distinct R ∈ {0, 1}ki .641

Proof. Let again i ∈ [n], ki ≤ k, and R ∈ {0, 1}ki . Note that Di,R is uniquely
defined through the inverse of its cumulative density function, denoted by D−1i,R :
[0, 1]→ R+. Furthermore note that

D−1i,R(x) = D−1i ((`+ x) · 2−ki) ∀x ∈ [0, 1]

for ` ∈ [2ki ], the number represented by R when interpreted as binary number. Hence,642

when D−1i is constant on the interval IR := [`·2−ki , (`+1)·2−ki), then D−1i,R is constant643

(up to possibly ` · 2−ki) on its entire domain, and therefore Di,R is degenerate. To644

see that this is the case for all but |supp(Di)| − 1 many values of R, note that any645

two intervals IR′ and IR′′ for R′, R′′ ∈ {0, 1}ki and R′ 6= R′′ are disjoint. Since D−1646

is a step function with |supp(Di)| many steps, Di is indeed constant on IR for all but647

|supp(Di)| − 1 values of R.648
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Hence, we can count the number of conditional distributions Di,R after ki ≤ k649

tests with results R as follows: If Di,R is degenerate, there are precisely |supp(Di)|650

different possibilities for Di,R. If Di,R is not degenerate, there are precisely k + 1651

possibilities for ki, and for each such possibility, there are at most |supp(Di)| − 1652

possibilities for Di,R by Lemma 4.3. Therefore |Di| ∈ O(k · |supp(vi)|), which is653

polynomial in the input length. Thus the cardinality of the set in Equation (4.1) and,654

hence, the number of DP entries is bounded by a polynomial in the input length.655

We now describe how to explicitly compute the DP entries, which are the ex-656

pected values that can be achieved starting in the situation described by the respec-657

tive quadruples. Towards this, consider a DP entry DP(inext, Dinext,R, Di?,R′ , k
′). We658

start by discussing base cases. If k′ = 0, then no more tests can be conduted, so659

the strategy just picks the box with largest expected value conditioned on all test660

outcomes, i.e.,661

DP(inext, Dinext,R,Di?,R′ , 0) :=

max

{
E [vinext | R] ,E [vi? | R′] , max

i∈{inext+1,...,n}
E [vi]

}
.

662

Furthermore, if inext = n and k′ ≥ 1, then further tests can only be conducted on663

item n, and they do not harm, so664

DP(n,Dn,R,Di?,R′ , k
′) :=

1

2
·DP(n,Dn,R+(1), Di?,R′ , k

′ − 1) +
1

2
·DP(n,Dn,R+(0), Di?,R′ , k

′ − 1),
665

where for a tuple a = (a1, . . . , ak), we let a + (ak+1) denote the result of appending666

ak+1 to a, i.e., (a1, . . . , ak+1). This concludes our discussion of the base cases.667

In general, when inext 6= n and k′ ≥ 1, we have to decide whether to perform a668

test on item inext or to move on to item inext + 1. The expected value of doing that669

can be computed similarly to the latter case. Therefore670

DP(inext, Dinext,R,Di?,R′ , k
′) :=

max

{
1

2
·DP(inext, Dinext,R+(1), Di?,R′ , k

′ − 1)

+
1

2
·DP(inext, Dinext,R+(0), Di?,R′ , k

′ − 1),

DP(inext + 1, Dinext+1,(), D
?, k′)

}
,

671

where () denotes the null tuple, and D? is the (in case of a tie, any) distribution672

of Dinext,R and Di?,R′ that maximizes the expected value drawn from the respective673

distribution. Note that Dinext+1,∅ = Dinext+1.674

Then DP(1, D1,(), ∅, k) contains the expected value extracted by the optimal test-675

ing strategy. To obtain the optimal strategy, we perform the profit-maximizing action676

at all times (as usual). As a conclusion, Theorem 4.2 follows.677

5. Conclusion. A strong and, arguably, unrealistic assumption in existing sto-678

chastic probing models is that every probe reveals full information about the probed679

item. We initiate research that addresses this shortcoming and introduce a first natu-680

ral model where repeated testing of a single item gradually reveals more information.681

For this model, we provide polynomial-time algorithms with constant approximation682
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factors for both i.i.d. and general independent, non-negative distributions. We also683

tightly bound the adaptivity gap to a logarithmic factor.684

An interesting direction for future work are hardness results for stochastic probing685

problems. Only little is known about computational hardness in the standard model686

of probing: Computing the best non-adaptive strategy for a closely related standard687

probing model is known to be NP-hard [16]. For a large class of such stochastic opti-688

mization problems hardness (sometimes even w.r.t. #P) is merely conjectured [14]. In689

the context of our work, tight lower bounds for the ratio of optimal probing and test-690

ing strategies, or the approximability of the optimal testing algorithm are fascinating691

open problems.692

Another direction for future work is to consider correlated random variables. For693

related problems in online stopping, the versions with correlations are sometimes694

hopeless [22], and only few positive results are known [24].695

More generally, there is potential for extending the rich theory on standard prob-696

ing models towards tests that yield only limited information, including cases in which697

the learner can choose a set of items instead of a single one.698
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Appendix A. Proof of Lemma 2.2. The sequence of tests can be seen as a763

sequence of Benoulli trials. ALGiid can run k tests, and we are looking for a success764

run of length r = log2(k′) in a sequence of k Benoulli trials. This implies that for765

some item we have succeeded to verify that it is a good item. To avoid trivialities, we766

assume r > 1. Each trial has a success probability of 1− c = 1/2. Feller [13, Volume767

1, page 325] observes that the probability of no success run of length r is given by768

q = A1 +A2 + . . . Ar ,769

where770

A1 =
1− (1− c)x

(r + 1− rx) · c
· 1

xk+1
and |Ai| ≤

2(1− c)k+2

rc(2− c)
, for all i = 2, . . . r.771

Here, x is the root with smallest absolute value of f(y) = 1 − y + c(1 − c)r · yr+1.772

The unique positive root of f(y) that is different from 2 happens to be the one with773

smallest absolute value. In Lemma A.1 below we show that with c = 1/2, this root774

satisfies 1 + 1
2k′ ≤ x ≤ 1 + 1

k′ . This allows to conclude775

q ≤ A1 + (r − 1)
2

2k+2 · r · 12 ·
3
2

=
1− 1

2x

(r + 1− rx) 1
2

· 1

xk+1
+
r − 1

r
· 1

2k−13

≤
1− 1

2k′

1− r
k′
· 1

(1 + 1
2k′ )

k+1
+

1

2k−13

=
1− 1

2k′

1− log2(k
′)

k′

· 1

(1 + 1
2k′ )

(2k′+1) k+1
2k′+1

+
1

2k−13

≤
1− 1

2k′

1− log2(k
′)

k′

· 1

e
k+1

2k′+1

+
1

2k−13

≤
1− 1

2k′

1− log2(k
′)

k′

· 1
√

e
k+1
k′+1

+
1

2k−13
,

776

for all k > 1. Here, we used (1 + 1/x)x+1 > e in the second to last inequality.777

Lemma A.1. Let r ∈ N≥2, and x0 be the unique positive root of f(y) = 1 − y +778 (
y
2

)r+1
that is different from 2. Then, 1 + 1

2r+1 ≤ x0 ≤ 1 + 1
2r .779

Proof. Feller [13] observes that f(y) has a unique positive root that is different780

from 2. Obviously, f is continuous. We show that f(1 + 1
2r+1 ) > 0, and f(1 + 1

2r ) < 0781

for all r ∈ N≥2. First, we note that782

f

(
1 +

1

2r+1

)
= 1−

(
1 +

1

2r+1

)
+

1

2r+1

(
1 +

1

2r+1

)r+1

> − 1

2r+1
+

1

2r+1
· 1 = 0 .783

Second, for the case r ≥ 3 we observe784

f

(
1 +

1

2r

)
= 1−

(
1 +

1

2r

)
+

1

2r+1

(
1 +

1

2r

)r+1

785

= − 1

2r
+

1

2r+1

(
1 +

1

2r

)r (
1 +

1

2r

)
786
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=
1

2r+1

(
−2 +

(
1 +

1

2r

)r (
1 +

1

2r

))
787

<
1

2r+1

(
−2 + e

r
2r

(
1 +

1

2r

))
.788

789

We note that r
2r is at most 3/8. Thus,790

f

(
1 +

1

2r

)
<

1

2r+1

(
−2 + e

3
8

(
1 +

1

23

))
<

1

2r+1
(−2 + 2) = 0 .791

792

For r = 2, we can easily check that f
(
1 + 1

4

)
= −3/512 < 0, which finishes the proof.793

Appendix B. Testing for a c-quantile. As mentioned above, the analysis can794

be extended rather generically to the case when each test reveals if the realization795

is above or below a c-quantile of the conditional distribution for an item, for any796

constant c ∈ (0, 1). Then, using797

k′ =

(
1

1− c

)dlog1/(1−c) min{n,k+1}e

,798

we define a good item as one where the first r = log1/(1−c)(k
′) = dlog1/(1−c)(min{n, k+799

1})e tests are all positive. The probability that we get such a item can be bounded by800

generalizing Lemma 2.2 from c = 1/2 to c ∈ (0, 1). In particular, a calculation similar801

to the one in Lemma A.1 shows that the smallest root of f(y) = 1−y+c(1−c)r ·yr+1802

is between 1 + (1− c)rc ≤ x0 ≤ 1 + (1− c)r when r = ω(1) is sufficiently large:803

• For y = 1 + (1− c)r804

f(1 + (1− c)r) = 1− (1 + (1− c)r) + c(1− c)r(1 + (1− c)r)r+1

= (1− c)r(c(1 + (1− c)r)r+1 − 1) < 0
805

holds if and only if c(1 + (1− c)r)r+1 < 1, or806

(B.1) (r + 1) ln(1 + (1− c)r) < ln 1/c .807

Since ln(1 +x) ≤ x for all x ≥ 0, a sufficient condition for (B.1) is (r+ 1)(1−808

c)r < ln 1/c. This holds for r = ω(1) since (r + 1)(1 − c)r is exponentially809

decreasing in r, while ln 1/c is a constant.810

• For y = 1 + (1− c)rc811

f(1 + (1− c)rc) = 1− (1 + (1− c)rc) + c(1− c)r(1 + (1− c)rc)r+1

= (1− c)rc((1 + (1− c)rc)r+1 − 1) > 0
812

holds since (1− c)rc > 0 and (1 + (1− c)rc)r+1 > 1 whenever c ∈ (0, 1).813

Using these bounds in Lemma 2.2, the probability q to find no good item is again814

dominated by the factor 1
xk+1 which is at most815

1

(1 + c(1− c)r)k+1
=

1(
1 + c

k′

)k+1
≤ 1(

1 + c(1−c)
k+1

)k+1
=

1

ec(1−c)
+ o(1).816

As such, the probability to find a good item is at least817

αc = 1− 1

ec(1−c)
− o(1),818

which bounds the approximation ratio of the algorithm.819

22

This manuscript is for review purposes only.


	Introduction
	Testing
	Testing versus Probing
	Contribution and Outline
	Related Work

	Identical Distributions
	Adaptivity Gap

	General Distributions
	Adaptivity Gap

	Sequential Testing
	A Dynamic Program for Sequential Testing

	Conclusion
	References
	Appendix A. Proof of Lemma 2.2
	Appendix B. Testing for a c-quantile

